Domaca tloha ¢. 2

2-INF-150: Strojové ucenie, Zima 2010

Termin: 8.11.2010, M163 (pod dvere)

1. Teodria strojového ucenia. Uvazujme problém regresie nad mnozinou hypotéz

2)

b)

H={hy:2x— 2z +b}.

Popiste algoritmus, ktory spo¢ita pre dant trénovaciu mnozinu (x1,y1), . - ., (x¢, y¢) hypotézu, ktora

minimalizuje chybu charakterizovant chybovou funkciou J(b) = + Zzzl(hb(:ri) — ;)%

Uvazujme pravdepodobnostnt distribtciu P, , definovani nasledujacim spésobom:

— rozdelenie z-ov je rovnomerné na intervale [0, 100]

— pre dané x je Pr(y = 2z+3|z) = 0.3 a Pr(y = 2o —2|z) = 0.7 (iné hodnoty y sa v kombinacii
s = nevyskytuju).

AKka je optimalna testovacia chyba pre mnozinu hypotéz H ak predpokladame, Ze data st nezavis-
lymi vzorkami z tejto distribucie?

Pre pravdepodobnostnt distribiciu dat P, , z Casti b) a t = 1 spocitajte o¢akavani trénovaciu a
ocakavanu testovaciu chybu.

Pre pravdepodobnostnu distribuciu dat P, , z Casti b) a vieobecné t spocitajte ocakavant trénova-
ciu a testovaciu chybu. V akom vztahu si tieto chyby ku optimélnej testovacej chybe ked ¢ — o0o?
Vedeli by ste na zaklade vaSich vysledkov zvolit vhodnu velkost trénovacej mnoziny?

2. Cukrovka u arizonskych indianiek. V tejto tlohe sa budeme zaoberat stidiom vyskytu cukrovky
u arizonskych indianiek. KedZe sa v medicine vobec nevyznéte, rozhodli ste sa ist na to vedecky a
aplikovat na tento problém poznatky zo strojového ucenia.

V UCI repository na adrese http://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes
najdete data set “Pima Indians Diabetes”. Tento data set obsahuje pre kazdu indidnku zaradent do stadie
8 kvantitativnych atribatov a diagnostiku, ¢i indianka trpi cukrovkou alebo nie.

V kazdej casti zdokumentujte svoj postup a ukazte kusy kddu, ktoré ste pouzili na rieSenie jednotlivych
podiloh.

a)

Déta ndhodnym sposobom rozdelte na 5 priblizne rovnako velkych skupin. Prvé tri skupiny pou-
Zijete v Castiach b-d ako trénovaciu mnozinu, posledné dve skupiny pouZijete na testovanie. Kol'ko
diabetikov sa nachadza v kazdej skupine?

Natrénujte a otestujte SVM pre rozliSovanie diabetikov od nediabetikov a vhodnym spdsobom
vyhodnotte jeho uspesnost. Porovnajte pouzitie linearneho kernelu (oby¢ajny skaldrny stcin) a
gaussovského kernelu.

Linearne preskilujte data tak, aby kazdy atribit mal strednd hodnotu 0 a Standardnd odchylku 1
(tzv. normalizécia). Potom zopakujte experiment z ¢asti b). Viete zdovodnit, pre¢o metdda funguje
na normalizovanych datach lepSie, ako na povodnych?

KniZnica, ktori pouZzijete na SVM, pravdepodobne pouZiva rozne vylepSenia oproti zdkladnej me-
tode SVM z prednésky. Zistite aké a strucne popiSte parametre, ktoré je mozné nastavovat a akym
sposobom sa prejavia pri aplikicii algoritmu. (Mozete si vypomoct odbornou literattirou a jedno-
duchymi experimentami s datami.)


http://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes

e) Data obsahuju podstatne menej diabetikov ako nediabetikov. Moze tento fakt ovplyvnit aplikiciu
metody SVM? Akym sposobom? (Hint: rozmyslajte nad tym, ¢o by sa stalo, keby sme mali este
ovela viac nediabetikov, moZete tiet pouZit experimenty s datami.)

Mozete pouzit Tubovolny programovaci jazyk (alebo ich kombindciu) a 'ubovolnd kniZnicu, ktord
implementuje SVM. Odporacame kombinaciu Octave a LibSVM.

3. (Bonus) Dualny dualny program. Odvodte duédlny Lagrangeov program od dualneho programu
pre SVM prezentovaného na prednéske.

Poznamka: Bonusovy priklad bude hodnoteny ovela prisnejsie ako zvySok domaécej tlohy a kedze je
bonusovy, nie je nutné ho riesit na ziskanie plného poc¢tu bodov. Ciasto¢né rieSenia neziskaji ziadne
body. Ak ste na pochybéach, radsej investujte ¢as do prikladov 1 a 2.



