
Domáca úloha £. 2

2-INF-150: Strojové u£enie, Zima 2014

Termín: 11.11.2014, M163 (pod dvere)
domácu úlohu odovzdávajte písomne (nie elektronicky)

1. Teória strojového u£enia. Uvaºujme problém regresie nad mnoºinou hypotéz H = {hb : x →
2x+ b}.

a) Popí²te algoritmus, ktorý spo£íta pre danú trénovaciu mnoºinu (x1, y1), . . . , (xt, yt) hypotézu, ktorá
minimalizuje chybu charakterizovanú chybovou funkciou J(b) = 1

t

∑t
i=1(hb(xi)− yi)

2.

b) Uvaºujme pravdepodobnostnú distribúciu Px,y de�novanú nasledujúcim spôsobom:

� rozdelenie x-ov je rovnomerné na intervale [0, 100]

� pre dané x je Pr(y = 2x+3 |x) = 0.3 a Pr(y = 2x−2 |x) = 0.7 (iné hodnoty y sa v kombinácii
s x nevyskytujú).

Aká je optimálna testovacia chyba pre mnoºinu hypotéz H ak predpokladáme, ºe dáta sú nezávis-
lými vzorkami z tejto distribúcie?

c) Pre pravdepodobnostnú distribúciu dát Px,y z £asti b) a t = 1 spo£ítajte o£akávanú trénovaciu a
o£akávanú testovaciu chybu.

d) Pre pravdepodobnostnú distribúciu dát Px,y z £asti b) a v²eobecné t spo£ítajte o£akávanú trénova-
ciu a testovaciu chybu. V akom vz´ahu sú tieto chyby ku optimálnej testovacej chybe ke¤ t→∞?
Vedeli by ste na základe va²ich výsledkov zvoli´ vhodnú ve©kos´ trénovacej mnoºiny?

2. Cukrovka u arizonských indiániek. V tejto úlohe sa budeme zaobera´ ²túdiom výskytu cukrovky
u arizonských indiániek. Ke¤ºe sa v medicíne vôbec nevyznáte, rozhodli ste sa ís´ na to vedecky a
aplikova´ na tento problém poznatky zo strojového u£enia.

V UCI repository na adrese
http://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes

nájdete data set �Pima Indians Diabetes�. Tento data set obsahuje pre kaºdú indiánku zaradenú do ²túdie
8 kvantitatívnych atribútov a diagnostiku, £i indiánka trpí cukrovkou alebo nie.

V kaºdej £asti zdokumentujte svoj postup a ukáºte kusy kódu, ktoré ste pouºili na rie²enie jednotlivých
podúloh.

a) Dáta náhodným spôsobom rozde©te na trénovaciu a testovaciu mnoºinu, pri£om trénovacia mnoºina
(pouºitá v £astiach b-d) bude ma´ pribliºne 60% v²etkých dát a testovacia mnoºina bude ma´
zvy²ných 40% dát.

b) Natrénujte a otestujte SVM pre rozli²ovanie diabetikov od nediabetikov a vhodným spôsobom
vyhodno´te jeho úspe²nos´. Porovnajte pouºitie lineárneho kernelu (oby£ajný skalárny sú£in) a
gaussovského kernelu.

c) Lineárne pre²kálujte dáta tak, aby kaºdý atribút mal strednú hodnotu 0 a ²tandardnú odchýlku 1
(tzv. normalizácia). Potom zopakujte experiment z £asti b). Viete zdôvodni´, pre£o metóda funguje
na normalizovaných dátach lep²ie, ako na pôvodných?

d) Bonus. Vhodným spôsobom (sta£í vybra´ dva ilustratívne atribúty) gra�cky zobrazte trénovacie
a testovacie dáta a separujúcu nadrovinu pre lineárny kernel a pre gaussovský kernel premietnutú
do zobrazovaného priestoru. Popí²te postup, akým ste obrázky dostali, porovnajte ich a vyvo¤te
ponau£enie.
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e) Kniºnica, ktorú pouºijete na SVM, pravdepodobne pouºíva rôzne vylep²enia oproti základnej me-
tóde SVM z predná²ky. Zistite aké a stru£ne popí²te parametre, ktoré je moºné nastavova´ a akým
spôsobom sa prejavia pri aplikácii algoritmu. (Môºete si vypomôc´ odbornou literatúrou a jedno-
duchými experimentami s dátami.)

f) Dáta obsahujú podstatne menej diabetikov ako nediabetikov. Môºe tento fakt ovplyvni´ aplikáciu
metódy SVM? Akým spôsobom? (Hint: rozmý²©ajte nad tým, £o by sa stalo, keby sme mali e²te
ove©a viac nediabetikov, môºete tieº pouºi´ experimenty s dátami.)

Môºete pouºi´ ©ubovo©ný programovací jazyk (alebo ich kombináciu) a ©ubovo©nú kniºnicu, ktorá
implementuje SVM. Odporú£ame kombináciu Octave a LibSVM.

Poznámka: Bonusový príklad bude hodnotený ove©a prísnej²ie ako zvy²ok domácej úlohy a ke¤ºe je
bonusový, nie je nutné ho rie²i´ na získanie plného po£tu bodov. �iasto£né rie²enia nezískajú ºiadne
body. Ak ste na pochybách, rad²ej investujte £as do príkladov 1 a 2.
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