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Skor ako sa pustite do rieSenia domacej tlohy, oboznamte sa so v8eobecnymi pokynmi, ktoré su priloZzené na konci
tohto dokumentu. RieSenia, ktoré odovzdate, musia byt vase vlastné. Neopisujte a nesnazte sa najst rieSenia v literatire
alebo na internete!

Vyber podstatnych atribtutov

Poriadne é&itajte, ¢o treba odovzdat.

Uvazujme linedrnu regresiu, kde mame m atribitov, n trénovacich prikladov, ale vystup realne zavisi iba od niektorych
atributov.

Vasou tilohou bude pre zadané data (t.j. sadu vstupov %) a oakavanych vystupov y(?) zistit, na ktorych atributoch
y naozaj zavisi (resp. vyplyva to z pozorovanych dat).

Nemusite naprogramovat vieobecntt metodu. Staci, ze pouzitim metdd zo strojového u¢enia poloru¢ne-poloautomaticky
zistite vysledok. Do moodlu potom odovzdajte nasledovné veci:

e zisteny vysledok (t.j. zoznam podstatnych atribatov)
e stru¢ny komentar vasho postupu a zdrojové kody, ktoré vam pomohli k ziskaniu vysledku

V baliku k tlohe st dva vstupné stubory. Zo stiboru input.txt zistite pozadovany vysledok. Stibor sample.txt je pre
vas na overenie kvality vaSich postupov. Na nom by ste mali zistit, Ze podstatnych je prvych 10 atributov. Ale pokojne
moZete tento stbor ignorovat.

Vo svojich programoch mozete pouzivat kniznice, ktoré robia zékladnt matiku, maticové operacie, rataji inverzné ma-
tice, ststavy linearnych rovnic, numericky /symbolicky derivuju. Takisto moéZete pouzivat kniznice, ktoré pocitaja linearnu
regresiu (a jej regularizované varianty), robia cross validaciu, t.j. napr. prislusné ¢asti scikit-learn.

Nepouzivajte kniznicné funkcie, ktoré explicitne robia vyber atribatov (urobia za vas domécu na jeden riadok).

Hinty a poznamky

e L1 regularizicia (spominané na prednéske) tlac¢i vahy do nuly pre atributy, ktoré sa jej zdaju byt nepodstatné. Treba
jej ale dobre nastavit parameter «.

e Cross validacia vie byt tieZ dobry pomocnik (moZete napriklad porovnavat tspesnost pre rozne vybrané mnoZiny
atribatov).

Pokyny pre Python V baliku je siibor template.py, v ktorom moZete doprogramovat funkciu select_features(X, y).
Mate v iom naprogramované nacitanie dat a ukazky ako pustit L1 regresiu a cross validaciu. Program sa spusta prikazom
python template.py <vstupny subor>. Na spustenie programu potrebujete mat nainstalovany scikit-learn.

Pokyny pre iné jazyky NapiSte podobnu funkciu ako v Pythone a vhodne ju okomentujte a otestujte. Vstupny sibor
obsahuje na prvom riadku ¢isla n, m. Nasleduje n riadkov s trénovacimi prikladmi. Kazdy trénovaci priklad je na jednom
riadku a mé nasledovny forméat: Obsahuje najprv m ¢isel — atribaty vstupu a potom jedno ¢islo — oc¢akavany vystup.



