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Skor ako sa pustite do rieSenia domacej tlohy, oboznamte sa so v8eobecnymi pokynmi, ktoré su priloZzené na konci
tohto dokumentu. RieSenia, ktoré odovzdate, musia byt vase vlastné. Neopisujte a nesnazte sa najst rieSenia v literatire
alebo na internete!

Teoéria strojového ucenia
Uvazujme problém regresie nad mnozinou hypotéz H = {hy(x) = 2z + b}.

a) Popiste algoritmus, ktoré pre dané trénovacie data (2™, y(M), ..., (z(™,4(™), vyberie hypotézu, ktora minimalizuje
chybu dant funkciou: E(b) = Z?:l(hb(x(i)) —y®)2,

b) Uvazujme, 7Ze data st generované distribuciou P, , definovanou nasledovne:

e rozdelenie z-ov je rovnomerné na intervale [0, 100].
e pre dané z je Pr(y = 2z + 7|2) = 0.4 a Pr(y = 22 — 5|x) = 0.6 (iné hodnoty y sa v kombinéacii s z nevyskytuja).

Aka je optimélna testovacia chyba pre mnozinu hypotéz H (t.j. testovacia chyba pre najlepsiu hypotézu z H) ak
predpokladame, Ze data sd nezavislé vzorky z distribucie P, ,?

c) Pre distribaciu P, , z Casti b) a n = 1 spocitajte oCakavani trénovaciu a testovaciu chybu (t.j. vygerujeme jeden
priklad, natrénujeme a z tohoto procesu ratame o¢akavané chyby).

d) Pre distribaciu P, , z Casti b) a vSeobecné n spocitajte oCakévani trénovaciu a testovaciu chybu. V akom vztahu
st tieto chyby ku optimélne testovacej chybe ked n — co? Vedeli by ste na zéaklade vaSich vysledkov zvolit vhodnua
vel'kost trénovacej mnoZiny?

Vseobecné pokyny
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