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Skor, ako zacnete riesit domdcu ulohu, si precitajte vSeobecné pokyny na konci tohto
dokumentu.

Dadta pre tito ulohu boli ziskané z kaggle.

Mate k dispozicii data od subjektov, ktori vykonévali 11 réznych aktivit s mobilom vo
vrecku. Pocas tychto aktivit sa od¢itavali idaje z akcelerometra a gyroskopu. Ku kazdému
odc¢itaniu udajov mate k dispozicii, ktora aktivitu aktualne subjekt vykonéval, pocet
milisektind od jej zac¢iatku a unikatne ID. Rovnaké ID znamena, Ze sa jedné o kontinualne
vykonavanie tej istej aktivity.

Stbor main.py obsahuje iba velmi jednoduchi kostru, mozete ho T'ubovolne menit. Odo-
vzdéavate report vo forméate pdf a upraveny stibor main.py. Vizualizécie st vzdy vitané.

a) Deskriptivne Statistiky. Priame ur¢ovanie aktivity na zaklade jediného odé¢itania
z gyroskopu a akcelerometra pravdepodobne nebude spolahlivé. Vytvorte funkciu, ktora
spracuje okno merani s dizkou T sektind a vypoéita z tychto dat vami navrhnuté Statistiky
(ideélne nie iba priemer a varianciu), o ktorych si myslite, ze dobre zachytévaju spravanie
pocas danych T' sekiind. Myslite na to, Zze poc¢et merani pocas T' sekundového okna sa
moze lisit. Parameter 7" by mal byt variabilny a lahko nastavitelny v kode.

V reporte: Zdovodnite vas vyber Statistik a ich vhodnost pre tuto tlohu. Ak v neskorsich
podulohach zistite, ze pomocou vasich statistik klasifikitory nefunguji dobre, upravte ich.
Zahriite tento proces do reportu.

V stbore main.py: Implementujte spocitanie vami navrhnutych tychto deskriptivnych
statistik pre T-sekundové okno dét.

b) Trénovanie, validacia a testovanie. Za tucelom dalsej tvorby modelov potrebu-
jeme data rozdelit na trénovaciu, validacnu a testovaciu vzorku. Prevedte T-sekundové
okna z dat na deskriptivne Statistiky z podtlohy a) a tieto data rozdelte na tri vzorky
vami zvolenou stratégiou. Budete pouzivat prekryvajice sa okna alebo nie? Pévodné data
st Casové rady, méa to rovnaké implikacie, ako pri ¢asovych radoch z domacej tlohy 27

V reporte: Detailne odargumentujte vas dizajn trénovacej, validacnej a testovacej mno-
Ziny. Preco to je vhodné pre tento typ tlohy (aj vzhladom na pouzitie dat v neskorsich
podilohéch)?

V stbore main.py: Implementécia vasej train-val-test split stratégie, pricom 7' je varia-
bilny argument. Dajte si pozor, aby vam nevznikli T-sekundové okna s nulovym poc¢tom
od¢itani zo senzorov.


https://www.kaggle.com/datasets/owenagius/inertia-sensors-for-human-activity-recognition?select=JumpRope.csv

c) Interpretovatelny model. Na trénovacej mnozine natrénujte jednoduchy rozho-
dovaci strom. Pointou tejto tlohy je dostat interpretovatelny model, nie najlep$i mozny
klasifikator. Nemusite klasifikovat vSetkych 11 aktivit, ale mdzete si vybrat nejakd ich
podmnozinu z trénovacich dat. Napriklad zvolte také aktivity, o ktorych si myslite, Ze
budi mat rozdielne spravanie v meraniach zo senzorov, resp. v deskriptivnych Statistikach.
Zdovodnite vyber tejto podmnoziny. Takisto, obmedzte hibku rozhodovacieho stromu a
moZete pracovat aj iba s podmnozinou deskriptivnych Statistik, ak ich mate vela. Detailne
interpretujte vysledny natrénovany model. Pokuste sa udskou recou vysvetlit rozhodova-
cie pravidla v kazdom vrchole. Ttuto tlohu nemusite robit pre viacero podmnozin aktivit
a snazit sa generalizovat spravanie, stac¢i dobry popis v konkrétnej situacii.

V reporte: Detailné interpretécia klasifika¢nych pravidiel natrénovaného rozhodovacieho
stromu.

V stibore main.py: Trénovanie rozhodovacieho stromu spolu s vypisom, na zaklade
ktorého budete vysledky interpretovat.

d) Dobry klasifikator. Teraz uz na celej trénovacej mnozine natrénujte ¢o najlepsi
mozny klasifikator, samozrejme, za pomoci validacie. Metriku si mozete zvolit, ale volbu
oddvodnite. Klasifikitor by mal mat formu hlasovacej schémy, ¢ize napriklad ndhodné lesy
alebo mozete vyuzit sklearn.ensemble.VotingClassifier. Znova, oddvodnite svoju
volbu. Nadizajnovany a natrénovany model otestujte pomocou validacie a zhodnotte
vysledky. Aj v tejto tlohe by mal byt T jednoducho nastaviteIny parameter.

V reporte: Zdovodnenie volby metriky a hlasovacej schémy. Interpretujte vysledky na
testovacej mnozine a porovnajte so spravanim na valida¢nej mnozine.

V stbore main.py: Flexibilnd implementacia hlasovacej schémy, kde konkrétny dizajn
je zvoleny validaciou. Nezabudnite, Ze T je menitelny parameter.

e) Uloha ¢asu. V&3 model by mal byt schopny rozoznaf aktivitu, ktora subjekt vy-
konava, v ¢o najkratSom moznom case. Zistite, ako sa sprava klasifikator z podilohy
d), ked menite Sirku okna T'. Kol'ko sektind merani je potrebnych na relativne spolah-
liva klasifikdciu? Vizualizujte spravanie metriky zvolenej v podilohe d) v zéavislosti od
T a interpretujte vysledky. Sformulujte hypotézy, prec¢o by sme mohli takéto spravanie
ocakavat.

V reporte: Interpretacia spravania sa klasifikitora v zavislosti od T', vizualizacia a odar-
gumentované vysvetlujice hypotézy.

V stibore main.py: Kéd na vygenerovanie potrebnych vizualizacii.



Vseobecné pokyny

Diskusia so spoluziakmi je vitana, ale odpisovanie je prisne zakdzané. Chceme vidiet
vasu individualnu pracu, diskusiu so spoluziakmi deklarujte. Rovnako to plati aj pre
pracu s ChatGPT, Copilotom a podobnymi nastrojmi. Ich pouzitie (ktoré nesmie byt
excesivne) deklarujte v kode.

Kod piste c¢itatelne a dokumentujte ho. Pred odovzdanim odstrante zbytocné vypisy
a debugovacie konstrukty.

Stubory odovzdavajte do systému vektor.fmph.uniba.sk. V pripade otazok vSeobec-
ného charakteru (ktoré sa netykaju vaseho konkrétneho rieSenia) vyuzite verejnu diskusiu
v tomto systéme. V pripade otazok Specifickych pre vase riesenie pouzite e-mailovi adresu
spitalsky3@uniba.sk.



