Organiza cné poznamky
e Posledna Sanca rozhodnut sa pre projekt

e Do 15.4. si vyberte Clanok na prezentaciu
— vyber zapiste v Moodli
— vyberte zo zoznamu na stranke, alebo nejaky iny
— prezentacie budu posledné dva tyzdne semestra

— k Clanku sa vas mézem spytat’ aj na skuske



Suffix array

Array of suffixes in lexicographic order

(assume $ < a Va € )

1 0123456
Si] banana$

SA[i] Suffix
6 $

5 ad

3 ana$
1 anana$
0

4

2

banana$
na$
nana$
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Can be computed in O(n)



Burrows-Wheeler transform (BWT) 1994

S =banana$

Sort all rotations of the word lexicographically:

b

v 9 S 99 S 9O

o & 9 S 99 S O

®» T ¥V 9 S 9 5

> 9 T & 9 oS 9

®Q S 9 T &H Q© S

>S5 9 S 9 T &4 9
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O S 9 S 9 T

> S5 T 9 9 29

Q O 9 S S O &4H T

S5 B S 9 9 T QO

®» T 9 S A 9 5
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n
b
a
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o S5 9 &6 929 9 S5
®»Q Y H T S5 S5 9D

BWT = annb%$aa

Can be computed using suffix array: BWT]Ii] = S[SA[i]-1] (or S[n] if SA[i]=0)



Reverse transformation

Get first column (F) by sorting the last (L):
$ ... a

> S T 9 9 O
»Q A T S5 >

a

F[i] follows L[i] in S

Find $in L, get S[0] in F (S[0] = b)

Find S[0] in L, get S[1]in F(S[1] = a)

Find S[1]in L, get S[2] in F (S[2] € {n,$}) ...



Reverse transformation

Find S[i]inL, get S[i + 1] in F

What if multiple occurrences of S[i] in L?

$% b a n a n aj
as $ b a n a ng
az n a $ b a n
agz n a n a $ by
bo a n a n a $g
np a $ b a n a3
np a n a $ b a

Relative ordering of a’s (or n’s) the same in L and F. Why?

Find S[0] in L, get S[1]in F(S[1] = 3rd a)
Find3rd ain L, get S[2] in F (S[2] =2nd n)



Reverse transformation

0: $ a5
1. a5 ng
2. a3 mnm
3: ai; bp
4: by Pg
20 Nhg a3
6: Ny aj

Sort L to get F, then build the following data structures:

Representation of F : Representation of L:
$:0 0:$ $: 4
a: 1l La a:0,5,6
2:a
n:5 4:b n: 1,2
arn
6:n



Use of Burrows-Wheeler transform in compression

S =enm. na. manu. mana. M. enu. ena. sa. na$
BWT =auaaaauaamsnmmmmm. . . . ae. e. . ea. nm

In a given region of SA common prefixes
Preceded by similar letters
In our case ' . ' preceded by u,a

Regions with the same letter repeated or few letters mixed



Use of Burrows-Wheeler transform in compression

S =enm. na. manu. mana. M. enu. ena. sa. na$
BWT =auaaaauaamsnmmmmm. . . . ae. e. . ea. nm

Regions with the same letter repeated or few letters mixed

Move-to-front recording:  replace S[i] by the number of distinct letters

since last occurrence of S[i] in S[0..1 — 1]

$. aensu| auaaaauaammsnmmmmm. . . . ae. e. . ea. nm
41 1! 1! O! O! Ol 11 11 Ol 3! O! 31 1! O! O! Ol Ol O! 6! 6! O! O! Ol 41 61 2! 1! 11 O! 1!
2,2,4,0

Small numbers, many zeroes, in English text 50% zeroes



Use of Burrows-Wheeler transform in compression

Encode MTF of BWT by Huffman or arithmetic encoding
S —- BWT — MTF — Huffman/arithmetic encoding — compressed S
e.g. bzip

Entropy
Let X ={X1,...,Xq}, probability of X; is p;
Entropy of this distribution is: — ZL] Pilog, pi

Entropy gives lower bound on the number of bits needed per character.

Huffman encoding assigns shorter code sequences to more frequent
words, uses approximately — log, pi bits to encode X;

Arithmetic encoding has fewer rounding errors

Example: Entropy of S is 2.37, entropy of MTF of BWT is 2.18



