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INTRODUCTION

Hidden Markov models (HMM) are an important tool for model-
ing biological sequences and their annotations. By annotating se-
quences, we mean assigning a label to each symbol according to
its meaning or function. In our paper [Nanasi et al., 2010] we in-
troduced a new decoding method for finding annotations and its
application to detecting viral recombination in the HIV genome.

HIDDEN MARKOV MODELS

•Hidden Markov model (HMM) defines a probability distribution
over annotations of sequence X.

An example of a simple HMM with three states (b1, b2, w) and two
colors (black and white).

• A coloring function λ assigns a color to each state correspond-
ing to its meaning. The probability of annotation Λ is the sum of
state paths π with state colors λ(π) = Λ

• Example: state paths wb1w and wb2w have same annotation
white, black, white

DECODING STRATEGIES

We express decoding strategies in terms of gain functions. Gain
function R(Λ,Λ′) is a similarity (reward) between the annotation Λ
and the correct annotation Λ′. We seek an annotation with the
highest expected reward [Hamada et al., 2009]:

EΛ′|X =
∑
Λ′

R(Λ,Λ′) · P (Λ′|X) (1)

• Viterbi algorithm finds the most probable state path that gener-
ates given sequence X. It is equivalent to gain function RV that
assigns score +1 if the state paths are same and 0 otherwise

• Posterior decoding assigns to each symbol of X the most prob-
able state or color. The corresponding gain function RP assigns
+1 to every correctly annotated symbol

• Finding the most probable annotation corresponds to gain func-
tion RA that assigns +1 if the annotation is correct and 0 other-
wise. Finding such annotation is NP-hard [Brejova et al., 2007]

Example of three annotations with different rewards R∗(Λ,Λ′).

HIGHEST EXPECTED REWARD DECODING (HERD)

We propose a new gain function which can be optimized effi-
ciently. Our gain function is appropriate when is hard to find exact
boundaries. For each boundary between two colors in Λ we check
whether Λ′ has the same boundary within distance less then W . If
so, the boundary gets reward +1, otherwise it gets reward −γ.

Example of an annotation with reward 2− 2γ

ALGORITHM

We have designed an effective algorithm for optimizing our objec-
tive.

• First phase: compute posterior probabilities for all boundaries

• Second phase: construct directed acyclic graph in which every
path from start vertex to end vertex represents one possible an-
notation, the weight of the path is the expected reward

• Third phase: find the path with the highest weight

•Running time: O(n|E|W ) where n is the length of the sequence,
|E| is the number of transitions in the HMM, W is parameter of
the reward function

Part of one path in the graph constructed in the algorithm (top)
and its corresponding annotation (bottom).

DETECTION OF VIRAL RECOMBINATION

We considered the HIV (Human Immunodeficiency Virus) genome
[Robertson et al., 2000]. The HIV virus mutates often and cur-
rently is divided into several subtypes. Some HIV genomes are a
mosaic recombination of viruses from two or more different sub-
types [Robertson et al., 2000]. Our goal is to distinguish parts of
the viral sequences that have origin in different viral subtypes.

Source: http://www.hiv.lanl.gov/content/sequence/HIV/CRFs/breakpoints.html
Circulating recombinant form CRF11 contains genetic material from 4 subtypes
of HIV-1 M group.

JUMPING HMM

• Jumping HMM (jpHMM) [Schultz et al., 2009] models recombi-
nation in DNA sequences
• jpHMM consists of several profiles, each profile for one virus

family
• Searching for exact recombination points is difficult since se-

quences from different families are similar. HERD overcomes
this difficulty

Simplified structure of jpHMM. Each color corresponds to one
subtype, each column to one symbol of DNA sequence.

EXPERIMENTS

We compare our HERD algorithm with Viterbi algorithm pre-
viously used to detect viral recombination in HIV genome
[Schultz et al., 2009]. Both algorithm use the same HMM.

Algorithm % labels Feature Feature Avg.
correct sp. sn. dist.

Sequences with inter-subtype recombination
HERD 95.7% 63.1% 58.9% 2.4
Viterbi 95.4% 53.4% 47.9% 1.8
Sequences with intra-subtype recombination
HERD 91.6% 46.5% 41.9% 2.7
Viterbi 88.0% 32.8% 26.1% 2.7

Experimental results on 350 artificial HIV recombinants with av-
erage length 1200bp and recombination every 300bp. HERD was
used with parameter W = 10, γ = 1. A feature is a block of labels
of the same color and it is correctly predicted if its boundaries are
misplaced by at most 10bp.
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