NajpravdepodobnejSia anotacia na zlozitejSich HMM
Mozeme mat viacero stavov s tym istym vyznamom.
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Cesta vs. anotacia
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Cesta vs. anotacia

Sekvencia X = x1...Xxn € {a,c,g,t}*
( ( Cestamt =T ...7, € {A,B,C}*

u Annotacia A = a;...a, € {l O}

PX,A)= )  PX,m

TA(T)=A

Viterbiho algoritmus hlfada najpravdepodobnejSiu cestu

7" = arg max, P(X, 71

My chceme najpravdepodobnejsiu anotaciu A* = arg maxa P(X, A)
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Cesta vs. anotacia
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P2 -gtctactl|ggtggcaaggcgccacgcaaacagttggccactaaggcag_
P3: BE@@Egtctactggtggcaaggc||gccacgcaaacagtiggecactaaggcagEEeueal
P4 - -gtctactggtggcaaggcgccacg\ \caaacagttggccactaaggcag_

Pk - -gtctactggtggcaaggcgccacgcaaacagttggcca||ctaaggcag_

Viterbiho algoritmus: arg max{p1,P2, - - -, Pk}

NajpravdepodobnejSia anotacia: arg max{p1 yP2+P3+ -+ Pk}
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Problem najdenia najpravdepodobnejSej anotacie je NP-ta

2ky

[Lyngso and Pedersen 2002; B., Brown, Vinar 2007]

.. hepodari sa nam teda asi najst efektivny algoritmus
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Logicka formula

x1 A\ (x2 V —x3)
zakodovana ako sekven-
cia

X =000#1- - $- 109!
najpravdepodobnejSia
anotacia

=

ohodnotenie premennych



Pre niektoré HMM sa najpravdepodobnejSia anotacia da
spo Citat’ v polynomialnom cCase
VSetky HMMs

Viterbiho alg. O(nnv) tiez € P NP-tazké
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Annotation issues in jumping HMMs
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State path: alignment of sequence to subtype profiles

Annotation: segments of inputs emitted by subtype profiles

Problems with most probable annotation:
— probably hard to decode

— many annotations with slightly shifted boundaries

Change the objective function for decoding
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Gain function [Hamada et al. 2009]
G(A, A’) measures accuracy of A wrt. correct annotation A’
Examples:

Identity: score 1 iff A completely correct, O otherwise
Pointwise: score +1 for every correct label in A

Boundary: score +1 for every correct boundary, —Y for incorrect boundary

ldentity Pointwise  Boundary

A = LEELL]
A’ = DOE@Ec0

1 S 4

A = HECOO]
A’ = D@E@En0
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Optimizing expected gain

Goal: find annotation A that maximizes

Eax[G(A, A)] ZG (A, A" P(A'X)

ldentity gain function:  Viterbi algorithm
Pointwise gain function:  Posterior decoding (forward-backward)

Boundary gain function:  [Gross et al. 2007]

The choice of gain function is application-dependent
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